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Abstract
In this work we propose an automatic method to generate
playlists of music based on a topological representation of
many signal features obtained from thousands of digitized mu-
sic files. The method consists in a pattern recognition system
where features are extracted from the digitized music signal
and they are clusterized by similarity with a modified version
of the Self Organizing Maps.

Simulations results show that it is possible to automatically
generate playlists of similar music with this approach.

1 Introduction
Since the creation of digital audio formats, huge amounts of au-
dio files began to be stored in commercial system, on personal
computers and even in mobile devices. These large quantities
of files need to be more than just simply stored and organized,
but they should also be automatically processed for tasks such
as classification, clustering by style similarity, or processing
new music from among millions of musical groups worldwide.

Nowadays, the music playlist generation problem is dealt
with a pattern recognition system that has several stages: fea-
ture extraction, feature selection, automatic classification, and
finally, music playlist generation. Regarding to the feature ex-
traction process there are several proposals in the literature;
however the work of Tzanetakis et al. [10] stands out because it
studied the exhaustive extraction of features from digital files.
Yoshii et al. [14] proposes an analysis of a mixture of features,
spectral features in addition to user tags in online systems; and
Wang et al. [12] discusses the dilemma of what kind of fea-
tures are best for artistic style clustering. On the other hand,
approaches for feature selection are also diverse. For example,
while Mierswa et al.[7] proposes the assessment of fitness of
the extracted features, Ellis [1] gives a priori preference on the
type of features that will be used (in this case chroma features).
For the classification task the following problems have been
studied: the work of Tzanetakis et al. [11] identifies artists,

music, or genre, and the work of Klapuri [6] studies the visu-
alization of large music collections and their transcription. Fi-
nally, for music playlist generation the following works stand
out: Gulik et al. [3] proposes a technique for generating visual
playlists with small interventions of a user, Flexer et al. [2] in-
troduces a technique that does not use metadata but is based on
features like MFCC, and the approach presented by Hu et al.
[5] uses standard information retrieval techniques.

2 Methodology
Figure 1 schematically depict the proposed automatic method
to generate playlists of music based on a topological represen-
tation of many signal features obtained from thousands of dig-
itized music files.

Figure 1. Methodology of the overall process for generating
playlists.

In the following sections we will explain each stage of the
processing method.

2.1 Feature extraction

From the digitized music files, several features are extracted
with the methods described below.

• Spectral Centroid: is a measure of the spectral shape
and corresponds to the balance point of the magnitude
spectrum of the STFT.

• Spectral Rollof: is defined as the frequency at which
the 85% of the magnitude of the distribution is concen-



trated, i.e. at the lowest frequencies. The Rollof is also a
measure of spectral shape.

• Spectral Flux: is the 2-norm of the difference between
the magnitude spectrum of the Short Fourier Transform
(STFT) evaluated in two successive frames and it is a
measure of spectral change.

• Zero Crossings: provides a measure of how noisy is a
signal. It is the number of times the signal changes sign
(or touches the zero value) and it is a good measure for
estimating the pitch.

• MFCC: is a representation based on a cosine transform
of a log power spectrum on a nonlinear mel scale of fre-
quency.

• LPCC: are linear coefficients (LPC) represented in the
cepstrum domain and provide estimates of the parame-
ters of speech.

• Chroma Features: are a interesting representation of
the audio, because the entire spectrum is projected into
12 parts representing the 12 different semitones (or
chroma) of a musical octave (C, C#,D,D#,...,B).

• Spectral Flatness Measure: is a measure used to char-
acterize an audio spectrum. A high measure of this fea-
ture might indicate the presence of white noise; on the
other hand, a low measurement would indicate that the
power spectrum is concentrated in a small number of
bands.

• Spectral Crest factor: like the above feature it is related
to the spectrum peaks. It is used to represent the relation-
ship between the peak to the RMS value of a waveform
measured in a specified time interval.

• Line Spectral pairs (LSP): are based on mathematical
modeling of the vocal tract, which is conceived as a se-
ries of tubes of variable section where the sound propa-
gates as a plane wave through the tubes from the glottis
to the lips.

In summary, the features that were extracted in this work
are: Spectral Centroid (1 feature), Spectral Rollof (1 feature),
Spectral Flux (1 feature), Zero Crossings (1 feature), Peak Ra-
tio Average (1 feature), Peak Ratio Minimum (1 feature), Mel
Frecuency Cepstral Coefficients (MFCC) (13 features), Linear
Prediction Cepstral Coefficients (LPCC) (12 features), Chroma
Features (12 features), Spectral Flatness Measure (24 features),
Spectral Crest factor (24 features), and Line Spectral pairs
(LSP) (18 features).

The means and standard deviations of these 109 features
were calculated over a “texture” window of 1 second consisting
of 40 “analysis” windows of 20 milliseconds (512 samples at
22050 sampling rate) producing 436 new accumulated features
which correspond to a vector representation of each music file
[4]. The feature calculations are almost all based on the Short

Time Fourier Transform (STFT) that can be efficiently calcu-
lated using the Fast Fourier Transform (FFT) algorithm. Each
dataset was processed in order to obtain the above features, and
subsequently by calculating averages and standard deviations,
a N -dimensional vector for each MP3 file was obtained.

2.2 Feature Selection and Automatic Music Classification

Of all possible approaches to perform the selection phase, the
Weston et al. [13] proposal was used because it corresponds to
a wrapper method that can analyze the performance of a subset
of features selected at each step, while it removes those less
relevant features by using a backward algorithm.

For the classification task, the algorithm “sequential mini-
mal optimization” for training a support vector classifier with a
RBF kernel was used [8]. In this case, the multi-class problem
was solved by using the pairwise coupling method.

Figure 2 shows the “peaking phenomenon” [9] that was
observed by removing the less relevant features up to the most
relevant ones. With the inspection of this figure,174 features
were selected where they should be best ranked in at least two
of the three datasets.

Figure 2. Variation of the Kappa measure vs number of fea-
tures selected. 172 features were selected from this analy-
sis. Datasets tested: ISMIR 2004; Garageband 2008; GTZAN
Genre Collection which are available online.

2.3 Playlist generation

For the playlist generation, we propose to slightly modify the
classical Self-organizing map (SOM) model to learn the topol-
ogy of the feature space of digitized music, in order to “show
and to produce” a music playlists. The modifications consists
in...In what follows we will call this algorithm as SOMfdm,
where fdm stands for features of digitized music.

Algorithm SOMfdm

1 Randomize the map’s nodes weight vectors.
2 Find a BMU Best Match Unit). If BMU is

already occupied, find another BMU in
the neighborhood.

3 If all of nodes in the neighborhood are
occupied, wide the radius and find the
BMU in the extended neighborhood.
Repeat this, until a BMU is found.

4 Save the BMU like a centroid found in the
step 2 and save like a position the new
BMU found in step 2 or step 3.



5 Estimate the BMU’s neighbors found in step
4 according to some criterion. In this
case, according to what is shown in
Figure \ref{SOMfigure}.

6 Alter the weights of all the neighbors,
according to the exponential decay
function that allows closer the
similarity between each node in the
neighborhood and the input vector.

7 Repeat from step 2 for N iterations.

Figure 3. Procedure for searching for the position of a new au-
dio file on the grid of neurons. If the position of the BMU is
already being occupied, looking for a new BMU in the neigh-
borhood according to this procedure

3 Results

For the experiments we have used the following public avail-
able datasets: GarageBand 2008, ISMIR 2004 and GTZAN
Genre Collection.

In Figures 4, 5 and 6 we can observe similar results in
the output layer to the traditional SOM network for datasets
ISMIR2004 , GarageBand and GTZAN respectively, whereas
each dataset has about ten classes, this approach does not offer
an intuitive classification or similarity measure for itself.

In figures 7, 8 and 9, we note that training SOMfdm in the
output layer generates a good grouping of Mp3 in contrast to
the provided by traditional SOM network (small number of
groups and lots of songs for each music group). On the other
hand in figures 10, 11 and 12 we note that the SOMfdm gener-
ates nonclustered songs and seemingly random distribution of
neurons in the grid.

In figures 13, 14 and 15 we note that the quantity of groups
is also small in contrast to the result of the training of a tradi-
tional SOM network, but with a greater quantity of groups than
those obtained without processing the feature vectors before
the training step.

Finally, figures 16, 17 and 18 we note that when you add
attributes of order (before training) to the estimated class of the
MP3, we get similar numbers of islands of data in the output
layer (like the previous method), but with a larger grouping of
styles, which facilitates the playlists generation.

Figure 4. ISMIR
2004

Figure 5. Garage-
Band

Figure 6. GTZAN

Figure 7. ISMIR
in SOMfdm with-
out preprocessing
features

Figure 8. Garage-
Band in SOMfdm
without prepro-
cessing features

Figure 9. GTZAN
in SOMfdm with-
out preprocessing
features

The following are two fragments of playlists generated by
the method of cosine distance and neural network SOMfdm.
For to see additional results and experiments please refer [4]

• Playlist 1 was obtained with cosine distance. In a prelim-
inary phase, the playlist appears to be consistently sim-
ilar, however, considering the initial point (user choice),
which in this case is a ROCK SONG, the next song
corresponds to a style METAL SONG, but then the ap-
proach recommends a style that could not be that the user
wanted.(Please refer the work of H. Hidalgo for further
details [4])

• Playlist 2 shows a fragment of the playlist generated on
the basis of the normalization of feature vectors and the
estimated class produced by SVM. Both are preliminary
processes to the training of the neural network SOMfdm.
It can be seen that the transitions are generally more
acceptable as they are mixed well aspects of similarity
based on musical genre and BPM.

Fragment of the Playlist 1
Using cosine similarity
N Dataset Class Mp3 BPM
1 rock 31.mp3 117
2 metal 18.mp3 113
3 jazz 02.mp3 184
4 jazz 46.mp3 156
5 jazz 35.mp3 141
6 hiphop 13.mp3 135
7 jazz 40.mp3 145
8 blues 24.mp3 116

Fragment of the Playlist 2 with the application of SOMfdm
the input was normalized, and SVM was used for classification
N Centroid Neuron BPM Class Dataset Class
1 (3,4) (3,4) 107 blues blues.59.mp3
2 (3,4) (4,5) 172 blues blues.40.mp3
3 (3,4) (2,3) 124 country country.01.mp3
4 (3,4) (2,5) 132 disco disco.75.mp3
5 (3,4) (2,4) 130 disco disco.34.mp3
6 (3,4) (3,3) 95 disco hiphop.10.mp3
7 (3,4) (4,4) 172 disco country.09.mp3
8 (3,4) (4,3) 114 hiphop hiphop.21.mp3



Figure 10. IS-
MIR in SOMfdm
with standardized
features

Figure 11. Garage-
Band in SOMfdm
with standardized
features

Figure 12.
GTZAN in
SOMfdm with
standardized
features

Figure 13. ISMIR
in SOMfdm with
features in [0,1]

Figure 14. Garage-
Band in SOMfdm
with features in
[0,1]

Figure 15.
GTZAN in
SOMfdm with
features in [0,1]

First we should note that the cosine similarity method pro-
posed in this work, can not provide appropriate recommenda-
tions. However, this does not imply that the similarity measure
is not very suitable and requires further study.

The results obtained with a traditional SOM network, im-
prove the proposal given by the cosine distance method, how-
ever, requires a rank element to generate playlists. The playlists
generated by the self-organizing map SOMfdm were better than
those generated by traditional SOM neural network but better
results were obtained if the features are normalized. The re-
sults are improved if the approach uses the estimated class by
SVM model and they are included as an element of ranking
at the beginning of the process that generates playlists using
SOMfdm.

4 Concluding Remarks

This paper shows that it is possible to automatically generate
playlists of similar music with this approach. It is noted further
that, although the vector representation is summarized in con-
trast to the complete data of each audio signal, there is quan-
titative information in this representation that allow automatic
learning tasks.

Finally, we conclude that the the playlists generated can be
improved if the model is extended by adding new features or
parallel techniques, opening the possibility to include in ad-
dition to the quantitative information contained in this paper,
qualitative information which may be obtained from the users
when they interact with the playlists generated by the model.

Future work involves: research what section of an audio
signal is most suitable to process, study the changes occurring
in the performance of machine learning algorithms to vary the
sampling rates, bitrates, etc., continue the study of features that

Figure 16. ISMIR
in SOMfdm with
features in [0,1] +
SVM classification

Figure 17. Garage-
Band in SOMfdm
with features in
[0,1] + SVM
classification

Figure 18.
GTZAN in
SOMfdm with
features in [0,1] +
SVM classification

should be included in the machine learning algorithms, and re-
search other methods of ranking for generating music playlists.
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